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Abstract: In this paper, we present a multitiered dynamic supply chain network equilib-

rium modeling framework in which the decision-makers have sufficient information about

the future and seek to determine their optimal plans that maximize their profits over the

multiperiod planning horizon. We construct the finite-dimensional variational inequality

governing the equilibrium of the multiperiod competitive supply chain network. The model

allows us to investigate the interplay of the heterogeneous decision-makers in the supply

chain in a dynamic setting, and to compute the resultant equilibrium pattern of product

outputs, transactions, inventories, and product prices. We then establish the supernetwork

equivalence of the multiperiod supply chain model with a properly configured transportation

network, which provides a new interpretation of the equilibrium conditions of the former in

terms of paths and path flows. This framework offers great modeling flexibility so that,

for example, transportation delay and/or perishable products can be easily handled, as we

also demonstrate. Numerical examples are provided to illustrate how such multiperiod sup-

ply chain problems can be reformulated and solved as transportation network equilibrium

problems in practice.

Key words: supply chains, transportation network, variational inequalities, multiperiod

decision-making
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1. Introduction

A supply chain is a network of manufacturers, storage facility managers, transporters

and retailers that perform the functions of production, storage, transportation, and sale of

a particular product. Nowadays, the highly dynamic and competitive business environment

makes the decision-making of the supply chain participants increasingly complex. In order to

survive and thrive, the business enterprises need to make intelligent and consistent decisions

that not only provide optimal decisions today but also benefit them in the future. In this pa-

per, we propose a multitiered, multiperiod supply chain network model which can be utilized

to investigate and facilitate the complex decision-making of the supply chain participants in

a competitive and dynamic global environment.

The majority of the supply chain management literature has focused primarily on the op-

timization problems faced by a single decision-maker in the supply chain (cf. Federgruen and

Zipkin (1986), Federgruen (1993), Lee and Billington (1993), Slats et al. (1995), Anupindi

and Bassok (1996), Bramel and Simchi-Levi (1997), Ganeshan et al. (1998), Stadtler and

Kilger (2000), Miller (2001), Mentzer (2001), Hensher et al. (2001)).

In today’s business environment no firm is isolated. It is an imperative for managers

to consider the behaviors of competitors as well as the cooperation with upstream and

downstream partners. Therefore, more recently, both the analysis and the computation

of equilibria have become major topics of supply chain research. For example, Lederer

and Li (1997) modeled the competition between firms that provide products or services

to the customers who are sensitive to the delay-time. Cachon and Zipkin (1999) studied

inventorying decision-making in a two stage serial supply chain. Corbett and Karmarkar

(2001) investigated a supply chain network consisting of several tiers of decision-makers

and provided a framework for comparing a variety of supply chain structures. Bernstein and

Federgruen (2003), in turn, modeled retail market competition in the case of a single supplier

and multiple retailers in a multiperiod setting. The book chapter by Cachon and Netessine

(2003) overviews applications of game theory to supply chain modeling and analysis. See

also the reviews by Leng and Parlar (2005) and Nagarajana and Soic (2008), as well as the

annotated bibliography on network optimization in supply chains and financial engineering

by Geunes and Pardalos (2003).

Equilibrium computation using continuous and discrete variational inequality models has
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also been widely studied and applied to various issues in supply chains. Nagurney et al.

(2002) proposed the first supply chain network equilibrium model, which was multitiered

and involved competition among decision-makers in a given tier, but cooperation between

tiers of decision-makers, consisting of manufacturers, retailers, and consumers at the demand

markets. The governing equilibrium conditions were formulated as a finite-dimensional vari-

ational inequality problem. Recently, it was shown by Nagurney (2006a) that this supply

chain network problem can be reformulated and solved as a transportation network equi-

librium problem in paths and path flows, which has opened up the study of supply chains

through the prism of transportation networks, a subject with a much longer history and lit-

erature. Nagurney et al. (2005) investigated the impact of the supply side and demand side

risk on multitiered supply chain networks. Cruz and Wakolbinger (2008) investigated the

multiperiod effects of corporate social responsibility on supply chain networks, transaction

costs, emissions, and risk.

Liu and Nagurney (2009), in turn, developed an integrated electric power supply chain

and fuel market framework that considered both economic transactions and physical trans-

missions of electric power. The authors also utilized the modeling framework to conduct a

case study based on the data of the New England electric power supply chain. For more

research in this area, see Friesz et al. (2006), Cruz (2008), Hammond and Beullens (2007),

Zhang (2006), and Hsueh and Chang (2008). The book by Nagurney (2006b) describes

the numerous applications of multitiered network problems with a supply chain foundation,

ranging from a variety of static and dynamic supply chains to electric power generation and

distribution networks as well as to financial networks with intermediation, with a focus on

their relationships to transportation network equilibrium problems. Our paper contributes

to this research theme, and extends the literature in this area to a multiperiod (and mul-

titiered) setting. Moreover, our model provides a flexible framework which can incorporate

important issues in supply chains such as long lead times (Walker (1999) and Sen (2008))

and perishable product requirements (Hou (2006) and Balkhi and Benkherouf (2004)) as we

demonstrate using examples.

Beckmann et al. (1956) proposed the first rigorous mathematical treatment of trans-

portation network equilibrium problems in their classic book, Studies in the Economics of

Transportation. For additional research highlights in transportation network equilibrium,

see Boyce et al. (2005), Florian and Hearn (1995), and the books by Patriksson (1994) and
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Nagurney (1999, 2000).

Interestingly, earlier to the identification of supply chain network problems with trans-

portation network problems, Dafermos and Nagurney (1985) and Dafermos (1986) demon-

strated (see also Dafermos and Nagurney (1984a)) that spatial price equilibrium problems

(cf. Samuelson (1952) and Takayama and Judge (1971)) could be transformed into trans-

portation network equilibrium problems over appropriately constructed abstract networks,

now commonly referred to as supernetworks (see also, e.g., Nagurney and Dong (2002)).

Subsequently, Nagurney and Aronson (1988) developed a multiperiod spatial pricing equi-

librium model where inventorying and backordering were allowed at both the supply markets

and the demand markets. Nagurney and Aronson (1989) then extended that research and

presented a general dynamic spatial price equilibrium model with gains and losses which

was capable of handling directly agriculture markets with perishable commodities as well as

financial markets.

In this paper, we develop a multiperiod competitive supply chain network equilibrium

model in which the manufacturers, the retailers, and the consumers associated with the

demand markets are located at distinct tiers of the network, and decisions are made in dis-

crete time periods over a finite planning horizon. The manufacturers produce a homogenous

product and sell to the retailers. We assume that each manufacturer has sufficient infor-

mation about the future, and seeks the optimal production, transaction, and inventory plan

in order to maximize his total profit over the planning horizon. We also assume that the

manufacturers compete in a noncooperative manner in the sense of Nash (1950, 1951).

The retailers, in turn, purchase the products from the manufacturers and sell to the con-

sumers at the demand markets. Each retailer seeks the optimal replenishment and inventory

plan to maximize his profit over the planning horizon. We assume that the retailers also have

sufficient information about the future and compete with other retailers in a noncooperative

manner.

Finally, at each time period, the consumers at the various demand markets determine

their consumption levels, and take into consideration both the prices charged by the retailers

and the unit transaction/transportation costs in making their consumption decisions. We

allow the specifications of the demand functions to change in different time periods so that

different trends or seasonalities of the demand can be captured.
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The equilibrium state of the multiperiod competitive supply chain network is one where

the manufacturers and the retailers achieve optimality over the entire planning horizon, and

the equilibrium conditions at the demand markets are satisfied at each period so that no

decision-maker has any incentive to alter his decisions. We present the governing equilibrium

conditions as a finite-dimensional variational inequality, which, to our knowledge, is the first

model that considers the multiperiod decision-making of heterogenous supply chain firms

from a network equilibrium perspective. We then prove that this dynamic supply chain

network equilibrium model is isomorphic to a properly configured transportation network

equilibrium model with elastic demand (cf. Dafermos (1982) and Dafermos and Nagurney

(1984b)). This mathematical equivalence provides a new economic interpretation for the

multiperiod supply chain network equilibrium in terms of paths and path flows, and also

allows us to transfer the methodological tools as well as qualitative results developed for

transportation network equilibrium modeling, analysis, and computation to the study of

such supply chains. Note that since equilibria for large-scale transportation networks are

routinely computed in practice, the results herein also suggest new opportunities for the

effective solution of large-scale multiperiod supply chain networks with inventorying.

It is worth noting that there is a stream of research using projected dynamical systems

(PDSs), differential variational inequalities (DVIs), or evolutionary variational inequalities

(EVIs) to model dynamic network problems through a continuous-time approach. For the

theory and applications of PDSs, see Nagurney and Zhang (1996); for that of DVIs and

EVIs see, among others, Pang and Stewart (2008, 2009), Friesz et al. (2006), Cojocaru et

al. (2005), Cojocaru et al. (2006), Daniele (2006), and Nagurney et al. (2007).

In this paper, we utilize a discrete-time approach for our modeling, analysis and compu-

tations, for which the main advantages are as follows. First, in practice, most supply chain

decisions are made in discrete time (see Coyle et al. (2008) and Chopra and Meindl (2009)).

Hence, multiperiod models are more intuitive and natural for researchers to interpret and

for practitioners to understand. Therefore, multiple period models have been broadly used

to formulate supply chain decisions (see, for example, Takayama and Judge (1971), Florian

and Klein (1975), Kim and Kim (2000), Dogan and Goetschalckx (1999), Bhattacharjee and

Ramesh (2000), Demirtas and Ustuna (2000), Fisher et al. (2001), Porkka et al. (2003),

Kaminsky and Swaminathan (2004), Yildirim et al. (2005), Perakis and Sood (2006), and

See and Sim (2010)). Second, in our paper, the multiple period model allows for a unified
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treatment of inventorying, production, and transportation as explicit network flows, which

can be very difficult to achieve using a continuous time approach. Such a unified network flow

treatment provides an elegant and flexible framework in which many important and unique

features of supply chains can be easily incorporated. For example, we establish the equiv-

alence between the multiperiod supply chain networks and transportation networks which

provides a new economic interpretation for the multiperiod supply chain network equilibrium

in terms of paths and path flows. As another example, our model can explicitly consider such

important issues as long lead times in global supply chains (Walker (1999) and Sen (2008))

and perishable product requirements (Hou (2006) and Balkhi and Benkherouf (2004)) as we

demonstrate through examples. These issues may be difficult to handle using a continuous

time model.

This paper is organized as follows. In Section 2, we present the multitiered, multiperiod

supply chain network model, and provide the finite-dimensional variational inequality gov-

erning the equilibrium. In Section 3, we recall the transportation network equilibrium model

with elastic demands of Dafermos and Nagurney (1984b), which was also studied by Nagur-

ney and Zhang (1996). In Section 4, we establish that the proposed multiperiod supply

chain network equilibrium model of Section 2 can be reformulated as a transportation net-

work equilibrium model as described in Section 3, over a properly constructed abstract

network or supernetwork (cf. Nagurney and Dong (2002) and the references therein). We

also discuss how this model can capture time delays associated with transportation as well as

perishable products. In Section 5, numerical examples of multiperiod supply chain networks

are reformulated and solved as transportation networks using algorithms developed for the

computation of transportation network equilibria. In Section 6, we present a summary of

the results of this paper, along with our conclusions.

2. The Multiperiod Supply Chain Network Model

In this section, we develop the multiperiod supply chain network model with elastic

demands. The time planning horizon is discretized into periods: 1, ..., t, ..., T . The model

consists of m manufacturers, n retailers, and o demand markets, as depicted in Figure 1. We

denote a typical manufacturer by i, a typical retailer by j, and a typical demand market by k.

In the supply chain network, the links between the tiers represent transportation/transaction

links while the links between the adjacent temporal subnetworks represent the inventory

links. The majority of the needed notation is shown in Tables 1 and 2. The equilibrium
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Figure 1: The Network Structure of the Multiperiod Supply Chain

solution is denoted by “∗”. All vectors are assumed to be column vectors, except where

noted.

The top-tiered nodes in Figure 1 represent the m manufacturers in the T time periods with

node (i, t) denoting manufacturer i in time period t. The manufacturers are the decision-

makers who produce a homogeneous product and sell to the retailers in the second tier of

nodes in the supply chain network in Figure 1. A node (j, t) corresponds to retailer j in time

period t, where j = 1, . . . , n and t = 1, . . . , T .

Both the manufacturers and the retailers can store the product in their inventories with

a link joining node (i, t) with node (i, t + 1) in Figure 1 corresponding to the inventorying

of manufacturer i between time period t and t + 1 and the link joining node (j, t) with

node (j, t + 1) corresponding to the inventorying of the product by retailer j from time

period t to time period t + 1. The consumers at the demand markets are represented by the

nodes in the bottom tier of the supply chain network and they acquire the product from the

retailers. A demand market k at time period t is denoted by node (k, t) with k = 1, . . . , o

and t = 1, . . . , T .

We first describe the behavior of the manufacturers and then that of the retailers. We,

subsequently, discuss the behavior of the consumers at the demand markets. Finally, we
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Table 1: Variables in the Multiperiod Supply Chain Network Equilibrium Model

Notation Definition
q mT -dimensional vector of the manufacturers’ production outputs

during the entire planning horizon with component it: qit

qt m-dimensional vector of the manufacturers’ production outputs
at time period t with component i: qit

Q1 mnT -dimensional vector of product flows transacted/shipped between
manufacturers and retailers with component ijt: qijt

Q1
t mn-dimensional vector of product flows transacted/shipped between

manufacturers and retailers at time period t with component ij: qijt

Q2 noT -dimensional vector of product flows transacted/shipped between retailers and
the demand markets during the entire planning horizon with component jkt: qjkt

Q2
t no-dimensional vector of product flows transacted/shipped between retailers and

the demand markets at time period t with component jk: qjkt

h nT -dimensional vector of the retailers’ supplies of the product during the
planning horizon with component jt: hjt

ht n-dimensional vector of the retailers’ supplies of the product at time period t
with component j: hjt

u1 mT -dimensional vector of the manufacturers’ inventory levels during
the planning horizon with component it: uit

u2 nT -dimensional vector of the retailers’ inventory levels during the
planning horizon with component jt: ujt

d oT -dimensional vector of satisfied market demand with component kt: dkt

ρ1 mnT -dimensional vector of prices charged by the manufacturers in transacting
with the retailers during the entire planning horizon with component ijt: ρ1ijt

ρ2 nT -dimensional vector of prices charged by the retailers during the entire
planning horizon with component jt: ρ2jt

ρ3 kT -dimensional vector of prices of the product at the demand markets with
component kt: ρ3kt

ρ3t k-dimensional vector of prices of the product at the demand markets
at time period t with component k: ρ3kt
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Table 2: Demand and Cost Functions in the Multiperiod Supply Chain Network Equilibrium
Model

Notation Definition
dkt(ρ3t) demand function at demand market k at time period t
fit(q) production cost of manufacturer i at period t with marginal production cost

with respect to qiτ :
∂fit

∂qiτ

cijt(qijt) transaction cost between manufacturer i and retailer j at period t

with marginal transaction cost: ∂cijt(qijt)

∂qijt

cjt(ht) handling cost of retailer j at time period t with marginal handling cost with

respect to hjt:
∂cjt

∂hjt

cvit(uit) inventory cost of manufacturer i at time period t with marginal inventory cost
with respect to uit:

∂cvit

∂uit

cvjt(ujt) inventory cost of retailer j at time period t with marginal inventory cost with

respect to ujt:
∂cvjt

∂ujt

ĉjkt(Q
2
t ) unit transaction cost between retailer j and demand market k at time period t

state the equilibrium conditions for the multiperiod supply chain network and provide the

finite-dimensional variational inequality governing the equilibrium.

2.1 The Behavior of the Manufacturers and their Optimality Conditions

Let ρ∗1ijt denote the price charged for the product by manufacturer i in transacting with

retailer j in period t. The price ρ∗1ijt is an endogenous variable and will be determined once

the entire multiperiod supply chain network equilibrium model is solved. We assume that

the quantity produced by manufacturer i must satisfy the following conservation of flow

equations:
n∑

j=1

qij1 + ui1 = qi1, (1)

uit +
n∑

j=1

qijt = qit + ui(t−1), t = 2, . . . , T − 1, (2)

n∑
j=1

qijT = qiT + ui(T−1). (3)

Constraints (1), (2), and (3) state that at each period, the amount of product available for
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distribution at that time period and inventorying to the next period, is equal to the amount

produced in that period plus the amount inventoried from the preceding period, with zero

inventories assumed before the first time period and after the final time period T .

The objective of the manufacturers is to maximize the total profit over the planning

horizon T . The decision variables for manufacturer i are: the production levels at each

period, qt; t = 1, ..., T , the distribution quantities in each period, qijt; j = 1, ..., n; t = 1, ..., T ,

and the inventory level at the end of each period, uit; t = 1, ..., T − 1. Thus, manufacturer i

is faced with an optimization problem which can be expressed as follows:

Maximize
T∑

t=1

n∑
j=1

ρ∗1ijtqijt −
T∑

t=1

fit(q)−
T∑

t=1

cvit(uit)−
T∑

t=1

n∑
j=1

cijt(qijt) (4)

subject to (1), (2), and (3), and

qijt ≥ 0, j = 1, . . . , n; t = 1, . . . , T,

qit ≥ 0, t = 1, . . . , T,

uit ≥ 0, t = 1, . . . , T − 1.

The first term in (4) represents the revenue and the subsequent three terms the production

costs, inventory costs, and the transaction costs, respectively, for manufacturer i. Note that

we allow the specifications of all the cost functions to be time-dependent.

We assume that the production cost functions fit; i = 1, . . . ,m; t = 1, . . . , T are con-

tinuously differentiable and convex as are the transaction cost functions, cijt; i = 1, . . . ,m;

j = 1, . . . , n; t = 1, . . . , T , and the inventory cost functions cvit; i = 1, . . . ,m; t = 1, . . . , T .

We assume that the manufacturers compete in a noncooperative manner in the sense

of Nash (1950, 1951) (see also, e.g., Nagurney et al. (2002) and Nagurney et al. (2005)).

The optimality conditions for all manufacturers i; i = 1, . . . ,m, simultaneously, can then be

expressed as the following variational inequality (cf. Nagurney et al. (2002), Bazaraa et al.

(1993), Gabay and Moulin (1980); see also Dafermos and Nagurney (1987) and Nagurney

(1999)): determine (q∗, u1∗, Q1∗) ∈ K1 satisfying:

T∑
t=1

T∑
τ=1

m∑
i=1

∂fit(q
∗)

∂qiτ

× [qiτ − q∗iτ ] +
T∑

t=1

m∑
i=1

n∑
j=1

[
∂cijt(q

∗
ijt)

∂qijt

− ρ∗1ijt

]
×

[
qijt − q∗ijt

]
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+
T∑

t=1

m∑
i=1

∂cvit(u
∗
it)

∂uit

× [uit − u∗it] ≥ 0, ∀(q, u1, Q1) ∈ K1, (5)

where K1 ≡ {(q, u1, Q1)|(q, u1, Q1) ∈ R
Tm(2+n)
+ and (1), (2), and (3) hold}.

2.2 The Behavior of the Retailers and their Optimality Conditions

The retailers, in turn, purchase the product from the manufacturers and transact with

the consumers at the demand markets. Thus, a retailer is involved in transactions both with

the manufacturers as well as with customers at the demand markets.

Let ρ∗2jt denote the price charged by retailer j for the product at time period t. This price

will be determined endogenously after the complete model is solved. We assume that the

objective of a retailer is to maximize his total profit over the planning horizon T . The decision

variables of retailer j include: the procurement in each period, qijt; i = 1, ...,m; t = 1, ..., T ,

the sales made at each period, qjkt; k = 1, ..., o; t = 1, ..., T , and the inventory level at the

end of each period, ujt; t = 1, ..., T − 1. Hence, the optimization problem faced by retailer j

is given by:

Maximize
T∑

t=1

o∑
k=1

ρ∗2jtqjkt −
T∑

t=1

cjt(ht)−
T∑

t=1

cvjt(ujt)−
T∑

t=1

m∑
i=1

ρ∗1ijtqijt (6)

subject to:

hjt =
m∑

i=1

qijt, t = 1, ..., T, (7)

o∑
k=1

qjk1 + uj1 =
m∑

i=1

qij1, (8)

o∑
k=1

qjkt + ujt =
m∑

i=1

qijt + uj(t−1), t = 2, ..., T − 1, (9)

o∑
k=1

qjkT =
m∑

i=1

qijT + uj(T−1), (10)

and the nonnegativity constraints:

qijt ≥ 0, i = 1, . . . ,m; t = 1, . . . , T,

qjkt ≥ 0, k = 1, . . . ,m; t = 1, . . . , T,

ujt ≥ 0, t = 1, . . . , T.
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The first term in the objective function (6) represents the revenue of retailer j, whereas the

second, third, and the fourth terms represent, respectively, the handling cost, the inventory

cost and the payout to the manufacturers. Constraints (8), (9), and (10) state that the

amount available of the product for distribution to the demand markets in a time period

is equal to the amount obtained in that period from the manufacturers plus the amount

inventoried from the preceding period minus the amount inventoried for the next time period.

Constraint (7) is a notational constraint that will be useful in our transportation network

equivalence.

We assume that the handling cost functions for each retailer cjt; j = 1, . . . , n; t = 1, ...T ,

are continuously differentiable and convex as are the inventory cost functions cvjt; j =

1, . . . , n; t = 1, . . . , T .

We assume that the retailers also compete in a noncooperative manner. Then the op-

timality conditions for all the retailers simultaneously can be expressed as the variational

inequality: determine (Q1∗, h∗, u2∗, Q2∗) ∈ K2 satisfying:

T∑
t=1

n∑
j=1

∂cjt(h
∗
t )

∂hjt

×
[
hjt − h∗jt

]
+

T∑
t=1

m∑
i=1

n∑
j=1

ρ∗1ijt ×
[
qijt − q∗ijt

]
−

T∑
t=1

n∑
j=1

o∑
k=1

ρ∗2jt ×
[
qjkt − q∗jkt

]

+
T∑

t=1

n∑
j=1

∂cvjt(u
∗
jt)

∂ujt

×
[
ujt − u∗jt

]
≥ 0, ∀(Q1, h, u2, Q2) ∈ K2, (11)

where K2 ≡ {(Q1, h, u2, Q1)|(Q1, h, u2, Q1) ∈ R
Tn(m+o+2)
+ and (7), (8), (9), and (10) hold}.

The Consumers at the Demand Markets and the Equilibrium Conditions

We now describe the behavior of the consumers located at the demand markets. The con-

sumers take into account in making their consumption decisions not only the prices charged

for the product by the retailers, ρ∗2jt; j = 1, . . . , n; t = 1, . . . , T , but also on the unit trans-

action costs to obtain the product. The equilibrium conditions for consumers at demand

market k, (cf. Samuelson (1952) and Takayama and Judge (1971)) take the form: for all

retailers j; j = 1, . . . , n and time periods t; t = 1, . . . , T :

ρ∗2jt + ĉjkt(Q
2
t
∗
)

{
= ρ∗3kt, if q∗jkt > 0,
≥ ρ∗3kt, if q∗jkt = 0,

(12)
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and

dkt(ρ
∗
3t)


=

n∑
j=1

q∗jkt, if ρ∗3kt > 0,

≤
n∑

j=1

q∗jkt, if ρ∗3kt = 0.
(13)

Note that we allow the specification of the elastic demand function dkt(ρ
∗
3t) to be time-

dependent.

Conditions (12) state that, in equilibrium, at each time period, if the consumers at demand

market k purchase the product from retailer j, then the price charged by the retailer for the

product at that time period plus the unit transaction cost is equal to the price that the

consumers are willing to pay for the product at that time period. If the price plus the unit

transaction cost is higher than the price the consumers are willing to pay at the demand

market then there will be no transaction between the retailer and demand market pair at

that time period. Conditions (13) state, in turn, that if the equilibrium price the consumers

are willing to pay for the product at the demand market at the time period is positive,

then the quantities purchased of the product from the retailers at that time period will be

precisely equal to the demand for that product at the demand market at that time period.

If the equilibrium price at the demand market is zero at the time period then the shipments

to that demand market may exceed the actually demand at the time period.

For notational convenience (see also Table 1), we let:

dkt =
n∑

j=1

qjkt k = 1, ..., o; t = 1, ..., T. (14)

In equilibrium, condition (12) and (13) must hold simultaneously for all demand markets

k; k = 1, . . . , o at all the time periods. We can also express these equilibrium conditions

using the following variational inequality: determine (Q2∗, d∗, ρ∗3) ∈ K3, such that

T∑
t=1

n∑
j=1

o∑
k=1

ĉjkt(Q
2∗
t )×

[
qjkt − q∗jkt

]
+

T∑
t=1

o∑
k=1

ρ∗3kt × [dkt − d∗kt]

+
T∑

t=1

o∑
k=1

[d∗kt − dkt(ρ
∗
3t)]× [ρ3kt − ρ∗3kt] ≥ 0, ∀(Q2, d, ρ3) ∈ K3, (15)

where K3 ≡ {(Q2, d, ρ3)|(Q2, d, ρ3) ∈ R
T (no+2o)
+ and (14) holds}.
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The Equilibrium Conditions of the Multiperiod Supply Chain Network

In equilibrium, the optimality conditions for all manufacturers, the optimality conditions

for all retailers, and the equilibrium conditions for all the demand markets must hold si-

multaneously so that no decision-maker can be better off by altering his decisions. Also,

the shipments that the manufacturers ship to the retailers must be equal to the shipments

that the retailers accept from the manufacturers. Similarly, the quantities of the product

obtained by the consumers at the demand markets must coincide with the amounts sold by

the retailers.

Definition 1: Multiperiod Supply Chain Network Equilibrium

The equilibrium state of the multiperiod supply chain network is one where the sum of (5),

(11), and (15) is satisfied, so that no decision-maker has any incentive to alter his decisions.

We now state Theorem 1.

Theorem 1: Variational Inequality Formulation

The equilibrium conditions governing the multiperiod supply chain network model are equiv-

alent to the solution of the variational inequality problem given by: determine

(q∗, h∗, u1∗, Q1∗, u2∗, Q2∗, d∗, ρ∗3) ∈ K4

satisfying:

T∑
t=1

T∑
τ=1

m∑
i=1

∂fit(q
∗)

∂qiτ

×[qiτ − q∗iτ ]+
T∑

t=1

m∑
i=1

n∑
j=1

∂cijt(q
∗
ijt)

∂qijt

×
[
qijt − q∗ijt

]
+

T∑
t=1

n∑
j=1

∂cjt(h
∗
t )

∂hjt

×
[
hjt − h∗jt

]

+
T∑

t=1

m∑
i=1

∂cvit(u
∗
it)

∂uit

× [uit − u∗it] +
T∑

t=1

n∑
j=1

∂cvjt(u
∗
jt)

∂ujt

×
[
ujt − u∗jt

]

+
T∑

t=1

n∑
j=1

o∑
k=1

ĉjkt(Q
2∗
t )×

[
qjkt − q∗jkt

]
+

T∑
t=1

o∑
k=1

ρ∗3kt × [dkt − d∗kt]

+
T∑

t=1

o∑
k=1

[d∗kt − dkt(ρ
∗
3t)]× [ρ3kt − ρ∗3kt] ≥ 0, ∀(q, h, u1, Q1, u2, Q2, d, ρ3) ∈ K4, (16)

where K4 ≡ {(q, h, u1, Q1, u2, Q2, d, ρ3)|

(q, h, u1, Q1, u2, Q2, d, ρ3) ∈ R
T (2m+mn+2n+no+2o)
+ and (1), (2), (3), (7), (8), (9), (10), and (14) hold}.
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Proof: Similar to proof of equivalences in Nagurney (2006b).

3. The Transportation Network Equilibrium Model with Elastic Demands

In this section, we recall a transportation network equilibrium model with elastic de-

mands. We assume that the demand functions associated with the origin/destination (O/D)

pairs are given, and we provide the single-modal version of the model of Dafermos and

Nagurney (1984b).

Consider a network G with the set of directed links L consisting of K elements, the set

of paths P consisting of nP elements. Let W denote the set of O/D pairs with nW elements.

Let Pw denote the set of paths connecting O/D pair w. Links are denoted by a, b, etc; paths

by p, q, etc., and O/D pairs by w, ω, etc.

We denote the flow on path p by xp and the flow on link a by fa. We group the path

flows into the vector x and the link flows into the vector f . We also denote the user travel

cost on path p by Cp and the user travel cost on link a by ca. The travel demand associated

with traveling between O/D pair w is denoted by dw and the travel disutility by λw.

We assume that the following conservation of flow equations hold:

fa =
∑
p∈P

xpδap, ∀a ∈ L, (17)

where δap = 1 if link a is contained in path p, and δap = 0, otherwise. Expression (17) means

that the flow on a link is equal to the sum of the flows on paths that contain that link.

The user travel cost on a path is equal to the sum of user travel costs on links that

comprise the path:

Cp =
∑
a∈L

caδap, ∀p ∈ P. (18)

Here we consider the general situation where the cost on a link may depend upon the

entire vector of link flows, so that

ca = ca(f), ∀a ∈ L. (19)

We assume that the travel demand functions are given as follows:

dw = dw(λ), ∀w ∈ W, (20)
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where λ is the vector of travel disutilities with the travel disutility associated with O/D pair

being denoted by λw.

As given in Dafermos and Nagurney (1984b); see also Aashtiani and Magnanti (1981),

Fisk and Boyce (1982), Nagurney and Zhang (1996), and Nagurney (1999), a travel path flow

and disutility pattern (x∗, λ∗) ∈ RnP +nW
+ is said to be an equilibrium, if, once established, no

user can be better off by unilaterally altering his travel decisions. The state is characterized

by the following equilibrium conditions which must hold for every O/D pair w ∈ W and

every path p ∈ Pw:

Cp(x
∗)− λ∗w

{
= 0, if x∗p > 0,
≥ 0, if x∗p = 0,

(21)

and ∑
p∈Pw

x∗p

{
= dw(λ∗), if λ∗w > 0,
≥ dw(λ∗), if λ∗w = 0.

(22)

Condition (21) states that all utilized paths connecting an O/D pair have equal and minimal

travel costs which are equal to the travel disutility associated with traveling between that

O/D pair. Condition (22) states that the market clears for each O/D pair under a positive

price or travel disutility. As described in Dafermos and Nagurney (1984b) the transportation

network equilibrium conditions (21) and (22) can be expressed as the variational inequality:

determine (x∗, λ∗) ∈ RnP +nW
+ such that

∑
w∈W

∑
p∈Pw

[Cp(x
∗)− λ∗w]×

[
xp − x∗p

]
+

∑
w∈W

∑
p∈Pw

[
x∗p − dw(λ∗)

]
×[λw − λ∗w] ≥ 0, ∀(x, λ) ∈ RnP +nW

+ .

(23)

Note that variational inequality (23) is in path flows. Now we also provide the equivalent

variational inequality but in link flows, also due to Dafermos and Nagurney (1984b). For

additional background, see the book by Nagurney (1999).

Theorem 2

A travel link flow pattern and associated travel demand and disutility pattern is a trans-

portation network equilibrium if and only if it satisfies the variational inequality problem:

determine (f ∗, d∗, λ∗) ∈ K5 satisfying

∑
a∈L

ca(f
∗)×(fa−f ∗

a )−
∑

w∈W

λ∗w×(dw−d∗w)+
∑

w∈W

[d∗w − dw(λ∗)]×[λw − λ∗w] ≥ 0, ∀(f, d, λ) ∈ K5,

(24)
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Figure 2: The GS Supernetwork Representation of the Multiperiod Supply Chain Network

where K5 ≡ {(f, d, λ) ∈ RK+2nW
+ | there exists an x satisfying (16) and dw =

∑
p∈Pw

xp,∀w}.

In the next section, we will reformulate the multiperiod supply chain network model in

Section 2 as a properly configured transportation network (through a supernetwork con-

struction) by showing that the link flow variational inequality (24) for the constructed trans-

portation network coincides with variational inequality (16).

4. Transportation Network Equilibrium Reformulation of Multiperiod Supply

Chain Network Equilibrium

In this section, we establish the supernetwork equivalence of the multiperiod supply chain

network equilibrium with a properly configured transportation network equilibrium model

with elastic demand as discussed in Section 3.

We consider a multiperiod supply chain network as discussed in Section 2 which consists of

T periods; m manufacturers: i = 1, . . . ,m; n retailers: j = 1, . . . , n, and o demand markets:

k = 1, . . . , o. The supernetwork GS of the isomorphic transportation network equilibrium

model is depicted in Figure 2 and is constructed as follows. The supernetwork GS consists

of the single origin node 0 at the top tier, and o × T destination nodes at the bottom tier

denoted, respectively, by zkt3 ; k = 1, . . . , o; t3 = 1, . . . , T . Thus, there are oT O/D pairs in
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GS denoted, respectively, by w11 = (0, z11), . . ., wkt3 = (0, zkt3),. . ., woT = (0, zoT ). Node 0

is connected to each second-tiered node xit1 , where i = 1, . . . ,m and t1 = 1, . . . , T . Each

second-tiered node xit1 , in turn, is connected to each third-tiered node yjt2 with t2 = t1,

and j = 1, . . . , n. Each node xit1 is also connected to xi(t1+1) with the same subscript i.

Each node yjt2 , in turn, is connected with a corresponding node yj′t2 in the fourth tier by

a single link. Each node yj′t2 is linked to node yj′t2+1 with the same j′ in the same tier

by a single link. Finally, from each fourth-tiered node yj′t2 there are o links emanating to

the bottom-tiered nodes zkt3 with t3 = t2. There are, hence, 1 + T (m + 2n + o) nodes,

K = T (m+mn+n+no)+ (T − 1)(m+n) links, nW = oT O/D pairs, and nP = (T+1)T
2

mno

paths in the supernetwork in Figure 2.

We now define the links in the supernetwork in Figure 2 and the associated flows. Let ait1

denote the link from node 0 to node xit1 with associated link flow fait1
, for i = 1, . . . ,m;t1 =

1, . . . , T . Let ait1(t1+1) denote the link from node xit1 to node xi(t1+1) with associated link flow

fait1(t1+1)
for i = 1, . . . ,m, and t1 = 1, . . . , T − 1. Let aijt2 denote the link from node xit1 to

node yjt2 with associated link flow faijt2
for i = 1, . . . ,m; j = 1, . . . , n, and t1 = t2 = 1, . . . , T .

Also, let ajj′t2 denote the link connecting node yjt2 with node yj′t2 with associated link flow

fajj′t2
for j; j = 1, . . . , n, j′; j′ = 1, . . . , n, and t2 = 1, . . . , T . Let aj′t2(t2+1) denote the link

from node yj′t2 to node yj′(t2+1) with associated link flow faj′t2(t2+1)
for j′ = 1, . . . , n and

t2 = 1, . . . , T − 1. Finally, let aj′kt3 denote the link joining node yj′t2 with node zkt3 for

j′ = 1′, . . . , n′; k = 1, . . . , o, and t2 = t3 = 1, . . . , T , and with associated link flow faj′kt3
.

We group the {fait1
} into the vector f 1; the {faijt2

} into the vector f 2; the {fait1(t1+1)
}

into the vector f 3; the {fajj′t2
} into the vector f 4; the {faj′t2(t2+1)

} into the vector f 5, and

the {faj′kt3
} into the vector f 6.

Hence, the paths in GS , pit1jt2j′kt3 , can be classified into four groups based on the types

of links that they are comprised of. The first group of paths consists of four links: ait1 , aijt2 ,

ajj′t2 , and aj′kt3 with t1 = t2 = t3. In this group of paths there are no inventory links. The

second group of paths consists of five types of links: ait1 , ait1(t1+1), aijt2 , ajj′t2 , and aj′kt3 with

t1 < t2 = t3. In this group of paths there are inventory links at the manufacturers. The

third group of paths also consist of five types of links: ait1 , aijt2 , ajj′t2 , aj′t2(t2+1), and aj′kt3

with t1 = t2 < t3. In this group there are inventory links at the retailers. Finally, the fourth

group of paths consists of six types of links: ait1 , ait1(t1+1), aijt2 , ajj′t2 , aj′t2(t2+1), and aj′kt3

with t1 < t2 < t3. In this group there are inventory links at the manufacturers and at the
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retailers.

We denote the path flow associated with path pit1jt2j′kt3 by xpit1jt2j′kt3
. Also, we let

dwkt3(λwkt3) denote the known elastic demand function associated with O/D pair wk at time

period t3 and we let λwkt3 denote the travel disutility associated with O/D pair wk at time

period t3.

We assume that the link flows satisfy the conservation of flow equations (17), that is:

fait1
=

n∑
j=1

n′∑
j′=1′

o∑
k=1

T∑
t2=t1

T∑
t3=t2

xpit1jt2j′kt3
, i = 1, . . . ,m; t1 = 1, . . . , T, (25)

faijt2
=

n′∑
j′=1′

o∑
k=1

t2∑
t1=1

T∑
t3=t2

xpit1jt2j′kt3
, i = 1, . . . ,m; j = 1, . . . , n; t2 = 1, . . . , T, (26)

fajj′t2
=

m∑
i=1

o∑
k=1

t2∑
t1=1

T∑
t3=t2

xpit1jt2j′kt3
, j = 1, . . . , n; j′ = 1, . . . , n; t2 = 1, . . . , T, (27)

faj′kt3
=

m∑
i=1

n∑
j=1

t3∑
t1=1

t3∑
t2=t1

xpit1jt2j′kt3
, j′ = 1, . . . , n; k = 1, . . . , o; t3 = 1, . . . , T, (28)

fait1(t1+1)
=

n∑
j=1

n′∑
j′=1′

o∑
k=1

T∑
t2=t1+1

T∑
t3=t2

xpit1jt2j′kt3
, i = 1, . . . ,m; t1 = 1, . . . , T − 1, (29)

faj′t2(t2+1)
=

m∑
i=1

n∑
j=1

t2∑
t1=1

T∑
t3=t2+1

xpit1jt2j′kt3
, j′ = 1, . . . , n; t2 = 1, . . . , T − 1. (30)

Also, we have that

dwkt3 =
m∑

i=1

n∑
j=1

n′∑
j′=1

t3∑
t1=1

t3∑
t2=t1

xpit1jt2j′kt3
, k = 1, . . . , o; t3 = 1, . . . , T. (31)

A path flow pattern induces a feasible link flow pattern if all path flows are nonnegative

and (25)–(31) are satisfied.

Given a feasible product shipment/transaction pattern for the supply chain model with

elastic demands, (q, u1, Q1, h, u2, Q2) ∈ K4, we may construct a feasible link flow pattern on

the network GS as follows: the link flows are defined as:

qit ≡ fait1
, i = 1, . . . ,m; t1 = t = 1, . . . , T, (32)
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uit ≡ fait1(t1+1)
, i = 1, . . . ,m; t1 = t = 1, . . . , T − 1, (33)

qijt ≡ faijt2
, i = 1, . . . ,m; j = 1, . . . , n; t2 = t = 1, . . . , T, (34)

hjt ≡ fajj′t2
, j = 1, . . . , n; j′ = 1, . . . , n′; t2 = t = 1, . . . , T, (35)

ujt ≡ faj′t2(t2+1)
, j = 1, . . . , n; j′ = 1, . . . , n′; t2 = t = 1, . . . , T − 1, (36)

qjkt = faj′kt3
, j = 1, . . . , n; j′ = 1′, . . . , n′; k = 1, . . . , o; t3 = t = 1, . . . , T. (37)

Note that if (q, u1, Q1, h, u2, Q2) is feasible then the link flow pattern constructed accord-

ing to (32) – (37) is also feasible and the corresponding path flow pattern that induces such

a link flow pattern is, hence, also feasible.

We now assign travel costs on the links of the network GS as follows: with each link ai

we assign a travel cost cait1
defined by

cait1
≡

T∑
τ=1

∂fiτ (q)

∂qit

, i = 1, . . . ,m; t1 = t = 1, . . . , T ; (38)

with each link ait(t+1) we assign a travel cost cait1(t1+1)
defined by:

cait1(t1+1)
≡ ∂cvit(u

1
t )

∂uit

, i = 1, . . . ,m; j = 1, . . . , n; t1 = t = 1, . . . , T − 1; (39)

with each link aijt2 we assign a travel cost caijt2
defined by:

caijt2
≡ ∂cijt(qijt)

∂qijt

, i = 1, . . . ,m; j = 1, . . . , n; t2 = t = 1, . . . , T, (40)

and with each link jj′ we assign a travel cost defined by

cajj′t2
≡ ∂cjt(ht)

∂hjt

, j = 1, . . . , n; j′ = 1, . . . , n; t2 = t = 1, . . . , T, (41)

and with each link j′t2(t2 + 1) we assign a travel cost defined by

caj′t2(t2+1)
≡ ∂cvjt(u

2
t )

∂uj′t
, j = 1, . . . , n; j′ = 1, . . . , n; t2 = t = 1, . . . , T − 1. (42)

Finally, for each link aj′kt3 we assign a travel cost defined by

caj′kt3
≡ ĉjkt(Q

2
t ), j = 1, . . . , n; j′ = 1, . . . , n′; k = 1, . . . , o; t3 = t = 1, . . . , T. (43)
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Hence, a traveler traveling on path pit1jt2j′kt3 experiences a travel cost Cpit1jt2j′kt3
given by

Cpit1jt2j′kt3
= cait1

+
t2−1∑
τ=t1

caiτ(τ+1)
+ caijt2

+ cajj′t2
+

t3−1∑
τ=t2

caj′τ(τ+1)
+ caj′kt3

=
T∑

τ=1

∂fiτ (q)

∂qit1

+
t2−1∑
τ=t1

∂cvit(u
1
τ )

∂uiτ

+
∂cijt(qijt2)

∂qijt2

+
∂cjt(ht2)

∂hjt2

+
t3−1∑
τ=t2

∂cvjt(u
2
τ )

∂uj′τ
+ ĉjkt(Q

2
t3
). (44)

Also, we define the travel demands associated with the O/D pairs as follows:

dwkt3 ≡ dkt, k = 1, . . . , o; t3 = t = 1, . . . , T, (45)

and the travel disutilities:

λwkt3
≡ ρ3kt, k = 1, . . . , o; t3 = t = 1, . . . , T. (46)

Consequently, according to the elastic demand transportation network equilibrium con-

ditions (21) and (22), we have that, for each O/D pair wkt3 in GS and every path connecting

the O/D pair wkt3 , the following conditions must hold:

Cpit1jt2j′kt3
− λ∗wkt3

=

T∑
τ=1

∂fiτ (q
∗)

∂qit1

+
t2−1∑
τ=t1

∂cvit(u
1∗
τ )

∂uiτ

+
∂cijt(q

∗
ijt2

)

∂qijt2

+
∂cjt(h

∗
t2
)

∂hjt2

+
t3−1∑
τ=t2

∂cvjt(u
2∗
τ )

∂uj′τ
+ ĉjkt(Q

2∗
t3

)− λ∗wkt3 = 0, if x∗pit1jt2j′kt3
> 0,

≥ 0, if x∗pit1jt2j′kt3
= 0,

(47)

and ∑
p∈Pwk

x∗pit1jt2j′kt3

{
= dwkt3

(λ∗wt3
), if λ∗wkt3

> 0,

≥ dwkt3
(λ∗wt3

), if λ∗wkt3
= 0.

(48)

We now provide the variational inequality formulation of the equilibrium conditions (47)

and (48) in link form as in (24). According to Theorem 2, a link flow pattern f ∗ ∈ K4 is an

equilibrium according to (47) and (48), if and only if it satisfies:

T∑
t1=1

m∑
i=1

cait1
(f 1∗)× (fait1

− f ∗
ait1

) +
T∑

t2=1

m∑
i=1

n∑
j=1

caijt2
(f 2∗)× (faijt2

− f ∗
aijt2

)
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+
T−1∑
t1=1

m∑
i=1

cait1(t1+1)
(f 3∗)× (fait1(t1+1)

− f ∗
ait1(t1+1)

) +
T∑

t2=1

n∑
j=1

n′∑
j′=1′

cajj′t2
(f 4∗)× (fajj′t2

− f ∗
ajj′t2

)

+
T−1∑
t2=1

n′∑
j′=1

caj′t2(t2+1)
(f 5∗)× (faj′t2(t2+1)

− f ∗
aj′t2(t2+1)

) +
T∑

t3=1

n′∑
j′=1

n∑
k=1

caj′kt3
(f 6∗)× (faj′kt3

− f ∗
aj′kt3

)

−
T∑

t3=1

o∑
k=1

λ∗wkt3
×(dwkt3−d∗wkt3

)+
T∑

t3=1

o∑
k=1

[
d∗wkt3

− dwkt3(λ
∗
w)

]
×

[
λwkt3 − λ∗wkt3

]
≥ 0, ∀f ∈ K4,

(49)

which, through expressions (32) – (37), and (38) – (43) yields: determine

(q∗, h∗, u1∗, Q1∗, u2∗, Q2∗, d∗, ρ∗3) ∈ K4

satisfying:

T∑
t=1

T∑
τ=1

m∑
i=1

∂fit(q
∗)

∂qiτ

×[qiτ − q∗iτ ]+
T∑

t=1

m∑
i=1

n∑
j=1

∂cijt(q
∗
ijt)

∂qijt

×
[
qijt − q∗ijt

]
+

T∑
t=1

n∑
j=1

∂cjt(h
∗
t )

∂hjt

×
[
hjt − h∗jt

]

+
T∑

t=1

m∑
i=1

∂cvit(u
∗
it)

∂uit

× [uit − u∗it] +
T∑

t=1

n∑
j=1

∂cvjt(u
∗
jt)

∂ujt

×
[
ujt − u∗jt

]

+
T∑

t=1

n∑
j=1

o∑
k=1

ĉjkt(Q
2∗
t )×

[
qjkt − q∗jkt

]
+

T∑
t=1

o∑
k=1

ρ∗3kt × [dkt − d∗kt]

+
T∑

t=1

o∑
k=1

[d∗kt − dkt(ρ
∗
3t)]× [ρ3kt − ρ∗3kt] ≥ 0, ∀(q, h, u1, Q1, u2, Q2, d, ρ3) ∈ K4. (50)

But variational inequality (50) is precisely variational inequality (16) governing the multi-

period supply chain network equilibrium with elastic demands.

Hence, we have the following result:

Theorem 3

A solution (q∗, h∗, u1∗, Q1∗, u2∗, Q2∗, d∗, ρ∗3) ∈ K4 of the variational inequality (16) governing

the multiperiod supply chain network equilibrium coincides with the (via (32) – (37) and

(38) – (43)) feasible link flow for the supernetwork GS constructed above and satisfies varia-

tional inequality (24); equivalently, variational inequality (50). Hence, it is a transportation

network equilibrium according to Theorem 2.
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Remark

This supernetwork equivalence provides an interesting interpretation in terms of paths and

path flows. A path corresponds to an end-to-end supply chain that may consist of various

types of links, and spans not only the space but also the time periods. The links on a path

may represent production, handling processes, transportation, and inventorying, which may

be owned and operated by heterogenous entities. The cooperation between/among these

entities makes the path flows feasible for serving the end-customers in the periods. The

paths, or the end-to-end supply chains, however, dynamically influence and compete with

one another. In the resultant equilibrium, at each period, all the active paths ending at

a market have the same and minimum path cost. The paths with cost higher than the

minimum are inactive.

Although in transportation networks a unique link flow solution may correspond to mul-

tiple possible path flow solutions, the results of our model, however, can provide clear and

verifiable conditions under which a path (an end-to-end supply chain) can be active and be

profitable. It elegantly and mathematically shows that the competition is actually between

supply chains rather than between individual firms. It also helps decision-makers identify

the set of possible active paths which can generate profits in equilibrium.

It is also worth noting that, in the case of a single period, the model collapses to a

variant of the Nagurney et al. (2002) supply chain network equilibrium model, which was

transformed into a transportation network equilibrium problem by Nagurney (2006a).

This modeling framework offers great modeling flexibility. For example, perishable prod-

ucts with a fixed lifetime L can be easily handled by removing all the paths with t3− t1 > L
from the reformulated transportation network. In addition, if there is a transportation de-

lay Eij between manufacturer i and retailer j, we can simply modify Figure 1 by adding

the transaction/transportation links from node it to node j(t + Eij); t = 1, ..., T − Eij and

by removing the links from node it to node jt; t = 1, ..., T . One can easily see that the

reformulation and computation can be adjusted accordingly without significant effort.

Finally, it is important to emphasize that existence and uniqueness results for the sup-

ply chain network model of Section 2 as well as stability and sensitivity analysis results,

in terms of changes to the link cost and the demand price functions, can now be obtained

directly through the transportation network equilibrium reformulation using the Theorems

23



in Dafermos and Nagurney (1984b). In particular, Dafermos and Nagurney (1984b) pro-

vided conditions under which there exists a unique solution to the transportation network

model which can be directly transferred to the multiperiod supply chain network model. If

such conditions are not satisfied there may exist multiple solutions. In such a case, each

solution is a possible Nash equilibrium among the supply chain firms, and can be interpreted

economically.

5. Multiperiod Supply Chain Network Examples with Computations

In this section, we provide numerical examples to demonstrate how the theoretical results

in this paper can be applied in practice. The algorithms used for the computations were

coded in Matlab using a Dell laptop computer. We report the solutions in terms of link

flows, rather than path flows, due to space limitations.

The General Equilibration Algorithm

In Examples 1 and 2 below, the multiperiod supply chain networks were first reformulated as

the isomorphic elastic demand transportation networks. We then inverted the demand func-

tions (since they were separable and this could easily be done), and transformed the elastic

demand transportation networks into equivalent fixed demand transportation networks (see

Gartner (1982) and Nagurney (1999)). The general equilibration algorithm (cf. Dafermos

and Sparrow (1969) and Nagurney (1999)) was then applied to compute the solutions of the

fixed demand transportation networks. For the details of the general equilibration algorithm,

we refer the audience to Dafermos and Sparrow (1969) and Nagurney (1999).

Example 1

The first example consisted of two manufacturers, two retailers, two demand markets, and

three time periods, as depicted in Figure 3. Hence, in the first numerical example (see Figure

4), we had that: T = 3; m = 2; n = 2; n′ = 2′, and o = 2.

The production cost functions of the manufacturers were given by:

f1t(q1t) = 0.1q2
1t + 5q1t + 20, t = 1, 2, 3, f2t(q2t) = 0.15q2

2t + 4q2t + 10, t = 1, 2, 3.

The transaction/transportation cost functions faced by the manufacturers and associated
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Figure 3: Multiperiod Supply Chain Network for Examples 1, 2, and 3
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with transacting with the retailers were:

c11t(q11t) = 0.005q2
11t + q11t, c12t(q12t) = 0.005q2

12t + q12t,

c21t(q21t) = 0.005q2
21t + q21t, c22t(q22t) = 0.005q2

22t + q22t, t = 1, 2, 3.

The handling costs of the retailers, in turn, were:

c1t(h1t) = 0.05h2
1t + 1.5h1t + 20, t = 1, 2, 3, c2t(h2t) = 0.1h2

2t + h2t + 30, t = 1, 2, 3.

The inventory cost functions of the manufacturers were given by:

cv1t(u1t) = 0.025u2
1t + 0.5u1t + 10, t = 1, 2, cv2t(u2t) = 0.025u2

2t + 0.5u2t + 20, t = 1, 2.

The inventory costs functions of the retailers were given by:

cv1t(u1t) = 0.025u2
1t + 0.5u1t, t = 1, 2, cv2t(u2t) = 0.025u2

2t + 0.5u2t, t = 1, 2.

Note that in the above cost functions, since the parameters of the quadratic terms were

much smaller than those of the linear terms, the costs were approximately linear when the

product flows were low and quadratic when the flows were high.

The unit transaction costs associated with transacting between the retailers and the

demand markets were:

c1kt = 2, k = 1, 2; t = 1, 2, 3, c2kt = 1, k = 1, 2; t = 1, 2, 3.

The demand functions were given by:

d11(ρ311) = 15− 1

2
ρ311, d12(ρ312) = 20− 1

3
ρ312, d13(ρ313) = 80− 1

10
ρ313,

d21(ρ321) = 10− 1

2
ρ321, d22(ρ322) = 15− 1

3
ρ322, d23(ρ323) = 90− 1

10
ρ323.

Note that the demands at both markets become less price-sensitive in the third time

period.

The general equilibration method was utilized to compute the solution of the transporta-

tion network which was then translated into the equilibrium solution of the dynamic supply
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chain network as discussed in Section 3. We set the initial flows by equally distributing

the demands among all the available paths. The algorithm converged after 481 iterations.

The equilibrium prices at the manufacturers, ρ∗1ijt; i = 1, 2; j = 1, 2; t = 1, 2, 3, and at the

retailers, ρ∗2jt; j = 1, 2; t = 1, 2, 3 were recovered from the above solution (see Appendix 1

for the computation).

The equilibrium solution for the transportation network equilibrium reformulation as well

as the translation into the supply chain network equilibrium solution are given in Table 3.

In this example, there was inventorying at both manufacturers and at both retailers in time

periods 1 and 2.

Example 2

The second example had the same data as Example 1, except that the product was now

assumed to be perishable with a lifetime L = 2. Thus, in this example, the products

produced in the first period were not allowed to be in the market in the third period.

The multiperiod supply chain network problem was reformulated as a transportation

network equilibrium model where the paths with t3−t1 > 2 were eliminated. We set the initial

flows by equally distributing the demands among all the available paths. The equilibrium

flow pattern was computed using the general equilibration method which converged after

532 iterations. We then translated the solution to the multiperiod supply chain flows and

prices, as reported in Table 3. The equilibrium prices, ρ∗1ijt; i = 1, 2; j = 1, 2: t = 1, 2, 3,

and ρ∗2jt; j = 1, 2; t = 1, 2, 3 were also recovered and are shown in Table 3. In this example,

there was no inventorying of the product at the manufacturers from the first to the second

time period.

We now further discuss and compare the results for Examples 1 and 2. First, since the

demand for the product spiked and then became less price-sensitive in period 3, the prices

at the demand markets in the third period increased to the highest level in both examples.

Also, as we can expect, the market price of the perishable product was more volatile than

that of the nonperishable product. Moreover, it was a little counter-intuitive to observe

that for the perishable product, in the second period, the retailers paid $15.2808 per unit

to obtain the product from the manufacturers while selling the product to the consumers

at $14.5485 per unit. This interesting result actually make sense in this example, because
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in the second period, the product sold by the retailers was produced in period 1 and would

expire before period 3, whereas the product that they purchased was produced in period 2

and could be sold at a high price of $23.7515 at period 3.

The Euler Method

In Examples 3 and 4, the multiperiod supply chain network problems were first reformu-

lated as equivalent transportation network equilibrium problems, over the appropriately

constructed supernetworks, as discussed in Section 3. They were then solved using the Euler

method which was originally developed for the computation of transportation equilibria (cf.

Nagurney and Zhang (1996) and the references therein). For the details of the Euler method,

we refer the audience to Nagurney and Zhang (1996).

Example 3

The third example had the same network structure as Examples 1 and 2. The cost functions,

however, were now nonseparable. The production cost functions of the manufacturers were

given by:

f1t(q1t, q2t) = 5 + q1t + 0.4q2
1t + 0.2q1tq2t, t = 1, 2, 3,

f2t(q1t, q2t) = 10 + 2q2t + 1.5q2
2t + 0.4q1tq2t, t = 1, 2, 3.

The transaction/transportation cost functions faced by the manufacturer and associated

with transacting with the retailers were:

c11t(q11t) = 3q11t + 0.1q2
11t, c12t(q12t) = 3q12t + 0.1q2

12t,

c21t(q21t) = q21t + 0.1q2
21t, c22t(q22t) = q22t + 0.1q2

22t, t = 1, 2, 3.

The handling costs of the retailers, in turn, were:

c1t(h1t, h2t) = 0.1h2
1t + 0.1h1th2t, t = 1, 2, 3, c2t(h1t, h2t) = 0.1h2

2t + 0.1h1th2t, t = 1, 2, 3.

The inventory cost functions of the manufacturers were:

cv1t(u1t) = 0.2u2
1t + u1t, t = 1, 2, cv2t(u2t) = 0.5u2

2t + 2u2t, t = 1, 2.
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Table 3: Equilibrium Solutions of Examples 1 and 2
Example 1 Example 2

Variable t = 1 t = 2 t = 3 t = 1 t = 2 t = 3
f ∗

a1t
= q∗1t 32.6997 36.3997 40.5709 18.5877 45.5601 49.1646

f ∗
a2t

= q∗2t 25.2589 27.7443 30.5455 15.7721 33.9027 36.3221
f ∗

a11t
= q∗11t 16.6645 21.3144 29.6492 11.2588 24.2616 33.5997

f ∗
a12t

= q∗12t 11.2351 13.2002 17.6067 7.3289 16.8807 19.9826
f ∗

a21t
= q∗21t 12.8955 16.9915 24.6881 9.8501 18.3844 27.2268

f ∗
a22t

= q∗22t 7.4509 8.8588 12.6637 5.9219 11.0021 13.6114
f ∗

a11′t
= h∗1t 29.5601 38.3060 54.3373 21.1089 42.6460 60.8265

f ∗
a22′t

= h∗2t 18.6860 22.0591 30.2705 13.2509 27.8829 33.5940

f ∗
a1′1t

= q∗11t 5.4186 12.8893 38.7451 6.4787 5.2527 46.0004

f ∗
a1′2t

= q∗12t 0.9186 8.2277 56.0039 2.4797 6.8976 57.4722

f ∗
a2′1t

= q∗21t 0.0000 0.1694 38.9204 0.8006 9.2310 31.4244

f ∗
a2′2t

= q∗22t 0.0000 0.1643 31.7615 0.2996 2.9194 30.0525

f ∗
a1t(t+1)

= u∗1t 4.8001 6.6850 0.0000 4.4177

f ∗
a2t(t+1)

= u2t 4.9124 6.8063 0.0000 4.5162

f ∗
a1′t(t+1)

= u∗1t 23.2227 40.4117 12.1504 42.6460

f ∗
a2′t(t+1)

= u∗2t 18.6860 40.4114 12.1505 27.8829

d∗w1t = d∗1t 5.4186 13.0587 77.6655 7.2794 14.4838 77.4248
d∗w2t = d∗2t 0.9186 8.3920 87.7655 2.7794 9.8171 87.5248
ρ∗111t 12.7065 13.4931 14.4106 9.8301 15.3546 16.1689
ρ∗121t 12.7065 13.4931 14.4106 9.8301 15.3546 16.1689
ρ∗112t 12.6523 13.4119 14.2903 9.7908 15.2808 16.0327
ρ∗122t 12.6523 13.4118 14.2903 9.7908 15.2808 16.0327
ρ∗21t 17.1626 18.8237 21.3444 13.4410 14.5485 23.7515
ρ∗22t 17.4438 18.8237 21.3444 13.4410 14.5485 23.7515
λ∗w1t = ρ∗31t 19.1626 20.8237 23.3443 15.4410 16.5485 25.7515
λ∗w2t = ρ∗32t 18.1626 19.8237 22.3443 14.4410 15.5485 24.7515
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The inventory costs functions of the retailers were:

cv1t(u1t) = 0.05u2
1t + u1t, t = 1, 2, cv2t(u2t) = 0.02u2

2t + u2t, t = 1, 2.

The unit transaction costs associated with transacting between the retailers and the

demand market were:

cjkt = 1, j = 1, 2; k = 1, 2; t = 1, 2, 3.

The demand functions were given by:

d11(ρ311) = 70− ρ311, d12(ρ312) = 80− ρ312, d13(ρ313) = 90− ρ313,

d21(ρ321) = 55− 0.2ρ321, d22(ρ322) = 55− 0.2ρ322, d23(ρ323) = 60− 0.2ρ323.

This multiperiod supply chain network problem was reformulated as a transportation

network equilibrium problem with the supernetwork structure as depicted in Figure 4. We

initialized the algorithm by setting all flows equal to zero. The Euler method converged in

1, 803 iterations and computed the transportation network equilibrium flow and price pattern

in Table 4, which was then translated into the equilibrium product flows and prices of the

multiperiod supply chain network, also given in Table 4. In Example 3, cf. Table 4, there

were no inventories held at the manufacturers.

Example 4

The last example had the same data as Example 3 except that we assumed that it now took

one period of time to transport the product from manufacturer 1 to the retailers. We adjusted

the multiperiod supply chain network in Figure 3 by first removing all the transaction links

from manufacturer 1 and then adding the transaction links from manufacturer 1 at period

t to both retailers at period t + 1; t = 1, 2. The modified supply chain network with

transportation delay is shown in Figure 5.

The multiperiod supply chain network was transformed into the equivalent transportation

network equilibrium problem as depicted in Figure 6. We initialized the problem by setting

all flows equal to zero, and solved it using the Euler method, with convergence attained after

1, 048 iterations. The equilibrium solution, in transportation and supply chain notation, is

given in Table 4. In Example 4, only the retailers had positive amounts of inventory and

that was from the second to the last, that is, third, time period.
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Figure 5: Multiperiod Supply Chain Network for Example 4

Note that in Example 4, q∗1jt now denotes the quantity of the product shipped from

manufacturer 1 in period t to retailer j in period t + 1.

In Example 3, since the first manufacturer had a lower production cost, he took most of the

market share in the wholesale market. In Example 4, however, because of the transportation

delay, the product produced by the first manufacturer could not arrive at the retailers in

period 1, which led to a dramatic rise in the price at the demand markets in period 1.
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Table 4: Equilibrium Solutions of Examples 3 and 4
Example 3 Example 4

Variable t = 1 t = 2 t = 3 t = 1 t = 2 t = 3
f ∗

a1t
= q∗1t 50.8291 51.9564 53.1257 49.4331 53.4121 0.0000

f ∗
a2t

= q∗2t 9.1084 9.3028 9.5044 30.4517 9.7468 16.4581
f ∗

a11t
= q∗11t 25.4145 25.9782 26.5628 24.7165 26.7060 0.0000

f ∗
a12t

= q∗12t 25.4145 25.9782 26.5628 24.7165 26.7060 0.0000
f ∗

a21t
= q∗21t 4.5542 4.6514 4.7522 15.2258 4.8734 8.2290

f ∗
a22t

= q∗22t 4.5542 4.6514 4.7522 15.2258 4.8734 8.2290
f ∗

a11′t
= h∗1t 29.9688 30.6296 31.3150 15.2258 29.5900 34.9351

f ∗
a22′t

= h∗2t 29.9688 30.6296 31.3150 15.2258 29.5900 34.9351

f ∗
a1′1t

= q∗11t 2.3862 6.3799 14.7593 0.0000 7.6204 12.3561

f ∗
a1′2t

= q∗12t 21.2911 23.0842 24.0125 15.2258 20.8777 23.6708

f ∗
a2′1t

= q∗21t 6.0551 10.8097 11.1321 0.0000 7.9223 12.1430

f ∗
a2′2t

= q∗22t 21.3970 19.3536 23.1657 15.2258 21.2307 23.2289

f ∗
a1t(t+1)

= u∗1t 0.0000 0.0000 0.0000 0.0000

f ∗
a2t(t+1)

= u∗2t 0.0000 0.0000 0.0000 0.0000

f ∗
a1′t(t+1)

= u∗1t 6.2914 7.4568 0.0000 1.0917

f ∗
a2′t(t+1)

= u∗2t 2.5165 2.9827 0.0000 0.4368

d∗w1t = d∗1t 8.4413 17.1897 25.8914 0.0000 15.5428 24.4991
d∗w2t = d∗2t 42.6882 42.4379 46.3314 30.4517 42.1085 46.8998
ρ∗111t 51.5679 52.6213 53.7140 54.5801 54.0203
ρ∗121t 51.5679 52.6213 53.7140 54.5801 54.0203
ρ∗112t 51.5679 52.6213 53.7140 117.1736 54.5801 54.0203
ρ∗122t 51.5679 52.6213 53.7140 117.1736 54.5801 54.0203
ρ∗21t 60.5586 61.8102 63.1085 121.7413 63.4571 64.5008
ρ∗22t 60.5586 61.8102 63.1085 121.7413 63.4571 64.5008
λ∗w1t = ρ∗31t 61.5586 62.8102 64.1085 70.0000 64.4571 65.5008
λ∗w2t = ρ∗32t 61.5586 62.8102 64.1085 122.7413 64.4571 65.5008
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Figure 6: Supernetwork Structure of the Transportation Network Equilibrium Reformulation
of Example 4

6. Summary and Conclusions

In this paper, we developed a multiperiod competitive supply chain network equilibrium

model and demonstrated that it could be reformulated and solved as a transportation network

equilibrium problem over a properly constructed abstract network or supernetwork. We

assumed that the decision-makers in the multiperiod supply chain network had sufficient

information of the future and sought the optimal plans that maximized their profits over the

planning horizon. At the equilibrium, the prices at each period were mutually determined,

and the optimality conditions of all the decision-makers held simultaneously so that no

decision-maker could be better off by altering his decisions. This model allowed us to study

the interplay of noncooperative decision-makers in a dynamic setting, and to compute the

resultant equilibrium pattern of the prices, transactions, and inventories in the multiperiod

supply chain network.

The supernetwork equivalence of the multiperiod supply chain network model provides

an interesting interpretation of the equilibrium conditions in terms of paths and path flows.

This supernetwork equivalence also allowed us to transfer some of the analytical and com-

putational tools developed for transportation networks to the study of multiperiod supply

chain equilibrium problems.
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In addition, we discussed how this framework could be used to capture both perishability

of products and well as time delays associated with transportation through the appropriate

changes in the underlying network topologies.
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Appendix 1: Computation of the Equilibrium Prices at the Manufacturers and

the Retailers

We discuss how to recover the equilibrium prices ρ∗2jt; j = 1, . . . , n; t = 1, . . . , T, and

ρ∗1ijt; i = 1, . . . ,m; j = 1, . . . , n, and t = 1, . . . , T from the solution of variational inequality

(16). First, from (12), it follows that if q∗jkt > 0, then ρ∗2jt = ρ∗3kt − ĉjkt(Q
2∗
t ). In order to

retrieve ρ∗1ijt, however, we need to substitute hjt using equation (7), and rewrite variational

inequality (11) using the Lagrange multipliers as follows: determine (Q1∗, u2∗, Q2∗, γ∗2jt) ∈ K2

satisfying:

T∑
t=1

m∑
i=1

n∑
j=1

[
∂cjt(Q

1∗)

∂qijt

+ ρ∗1ijt − γ∗2jt

]
×

[
qijt − q∗ijt

]
+

T∑
t=1

n∑
j=1

o∑
k=1

[
γ∗2jt − ρ∗2jt

]
×

[
qjkt − q∗jkt

]

+
T−1∑
t=1

n∑
j=1

[
γ∗2jt − γ∗2j(t+1) +

∂cvjt(u
∗
jt)

∂ujt

]
×

[
ujt − u∗jt

]
≥ 0, ∀(Q1, u2, Q2, γ2) ∈ R

Tn(m+o+2)
+ ,

(51)

where γ2 is Tn-dimensional vector with components γ2jt; t = 2, . . . , T − 1; j = 1, . . . , n,

denoting the Lagrange multipliers for constraint (9), γ2j1; j = 1, . . . , n, for constraint (8),

and γ2jT ; j = 1, . . . , n, for constraint (10).

From the first summand of (60) it follows that if q∗ijt > 0, ρ∗1ijt = γ∗2jt −
∂cjt(Q

1∗)

∂qijt
= γ∗2jt −

∂cjt(h
∗
t )

∂ht
. Thus, we need to retrieve the value of γ∗2jt before recovering ρ∗1ijt. Since q∗ijt = f ∗

aijt

is greater than zero, according to (17), there must exist a path p̄ that has positive path flow

and contains link aijt. Without loss of generality, we denote path p̄ by pitjt̄2j̄′k̄t̄3 with path

flow xpit̄1jtj′k̄t̄3
> 0. Apparently, according to (17), we have ujτ ≥ xpit̄1jtj′k̄t̄3

> 0, t ≤ τ ≤ t̄3,

and q∗jk̄t̄3
= f ∗

ajk̄t̄3
≥ xpit̄1jtj′k̄t̄3

> 0. From the second summand of (60) it then follows that

since q∗k̄t̄3
> 0, γ2jk̄t̄3 = ρ2jt̄3 = ρ∗3k̄t̄3

− ĉjk̄t̄3(Q
2∗
t̄3

). From the third summand of (60), we know

that since ujτ ≥ xpit̄1jtj′k̄t̄3
> 0, t ≤ τ ≤ t̄3, we have γ2jt = γjk̄t̄3 −

∑t̄3−1
τ=t

∂cvjτ (u∗
jτ )

∂ujτ
. Therefore,

ρ∗1ijt = ρ∗3k̄t̄3
− ĉjk̄t̄3(Q

2∗
t̄3

)−∑t̄3−1
τ=t

∂cvjτ (u∗
jτ )

∂ujτ
− ∂cjt(Q

1∗)

∂qijt
.

Note that the value of ρ∗1ijt can be recovered from any active path that contains link aijt.

Indeed, such a pricing mechanism is crucial and guarantees that the sum of (5), (11), and

(15), which yields variational inequality (16), corresponds to an equilibrium in the sense of

Definition 1.
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